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1 AIM AND INTRODUCTION
This research focuses on applying and implementing known knowl-
edge extraction techniques in the area of description logics (DL) to
communication in multi-agent systems (MAS) consisting of agents
that store their knowledge in ontologies. Such agents need methods
to communicate the knowledge stored in their ontologies in a way
that can be understood by other agents. An obvious prerequisite for
such communication to take place is some sort of common signature
between the ontologies of the agents. Establishing a common signa-
ture commonly referred to as ontology alignment and is not trivial in
practice. There is a lot of research and implementation of ontology
alignment specialised for agent communication. One approach to
constructing alignments is learning mappings through examples.
This approach assumes a closed world of the agents and relies on
the agents exchanging positive and negative examples of concepts
they wish to align. This is the employed process in efforts such as
[Afsharchi et al. 2013; Van Diggelen et al. 2007]. Other examples of
ontology alignment in the context of agent communication include
[Laera et al. 2007; Mascardi et al. 2011; Payne and Tamma 2014].

Ontologies are knowledge bases consisting of logical statements
called axioms. This comes with the advantage that a set of logical
axioms can entail knowledge that is not explicitly stated by the
axioms: lots of information can be implicit. As a consequence, when
communicating, agents must take into account the implicit knowl-
edge contained in their expertise. Assuming a common signature
is established between two communicating agents, the agents still
require methods to extract specific knowledge from their ontologies
that go beyond sending a list of axioms. Agents require methods to
extract both explicit and implicit knowledge from their ontologies
in a way that can be communicated to another agent if the need
arises.

2 A PROPOSAL
This research aims to investigate, implement, and evaluate knowl-
edge extraction methods for agent communication that can build
upon a common signature established ontology alignment tech-
niques: we are interested in developing knowledge extraction tech-
niques for agent communication that already assume the existence of
a common signature. The preliminary observations of the research
are as follows: (i) Knowledge extraction is an important component
of agent-based systems applied to information/knowledge domains.
(ii) Knowledge extraction techniques can be implemented using
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existing methods and tools such as uniform interpolation and mod-
ularity but practical implementations will need to be developed
for agent-based systems. (iii) Knowledge extraction techniques can
mitigate some recognised agent communication issues.

There are several existing techniques in the DL literature that can
be used to extract knowledge from ontologies that can be adapted
for agent communication. Knowledge extraction can be useful in
situations where the expertise of the agent is accumulated by the
agent itself (as can very much likely be the case in contexts where
agents are applied to ontology learning [Maedche and Staab 2004])
and is seemingly obscure to external users or agents: knowledge
extraction can be used by an expert agent to help foreign entities
(such as other agents or humans) navigate its knowledge in small
doses. For example agents can leverage knowledge extraction to
extract topic-specific subjects of their expertise perhaps in response
to queries from other agents or human users. This will add a layer
of flexibility to communication for the agents.

Speech acts [Finin et al. 1994; Searle et al. 1980] and corresponding
communication protocols encapsulating knowledge extraction are
needed to effectively capture knowledge extraction techniques for
agent communication. This will broaden the application range of
MASs in information and knowledge management domains.

3 EXISTING KNOWLEDGE EXTRACITON TECHNIQUES
We provide an overview of some existing methods that can be used
to reshape agents knowledge represented using ontologies.

3.1 Modularity
Given a large ontology, a useful task is for its users to be able to
generate topic-specific subjects of the ontologies. For example, given
an ontology such as SNOMED CT [Donnelly 2006], a medical prac-
titioner may only be interested in knowledge about the respiratory
system, i.e., they only need a subject of SNOMED CT that encapsu-
lates all knowledge related to the respiratory system. Such a subject
is called a module. There are several approaches to computing mod-
ules with different properties and varying support [Del Vescovo et al.
2010; Grau et al. 2008; Jiménez-Ruiz et al. 2008; Parsia et al. 2009;
Sattler et al. 2009]. Most approaches favour locality-based modules
because they can be computed efficiently and provide strong logical
guarantees [Sattler et al. 2009]. To compute amodule, a user provides
a subset signature Σ of the ontology’s signature that describes their
topic of interest, a set of axioms capturing all knowledge entailed
by the ontology relative to Σ is then computed as the module.

Communication protocols for agents that adopt modularity would
enable agents to leverage modularity to extract and communicate
specific portions of their knowledge. In practice, the signature of
modules are usually bigger than the input signature provided, and
this is a strength in scenarios where the constraints on the input
signature is loose and all information relating to the input signature.
However, when where there are strict constraints on the input
signature, this can be a disadvantage. Consider an agent who desires
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to extract the exact knowledge entailed by an exact signature under
it’s given ontology. The agent may compute this knowledge by
computing a module, but with less precision: axioms of the module
may contain symbols that are not in the signature provided by the
agent, and as a result, the agent may find it difficult to use the
module.

3.2 Uniform Interpolation
Uniform interpolation [Koopmann and Schmidt 2015; Lutz and
Wolter 2011] eliminates symbols from an ontology while preserving
logical entailments in the remaining symbols of the ontology. Uni-
form interpolation may be intuitively thought of as summarising the
knowledge entailed by an ontology with respect to a given subset
signature of the ontology. Given an ontology𝑂 and a subset Σ of the
signature of𝑂 , let 𝑠𝑖𝑔() be a function that returns the signature from
an axiom or set of axioms and letV denote a uniform interpolant
relative to 𝑂 . For every axiom 𝛼 such that 𝑂 |= 𝛼 and 𝑠𝑖𝑔(𝛼) ⊆ Σ,
V |= 𝛼 and 𝑠𝑖𝑔(V) ⊆ Σ. An intuitive way of thinking about uniform
interpolation is that given an ontology 𝑂 and a subset signature Σ
of 𝑂 a uniform interpolant is an ontology describing how all the
symbols Σ are related in𝑂 . Unlike modularity, the signature of a uni-
form interpolant does not exceed the input signature, thus, uniform
interpolation can be seen as a more precise knowledge extraction
tool. However, uniform interpolation also has its downsides, for ex-
ample, not all uniform interpolants can be expressed in standardised
DLs [Koopmann and Schmidt 2015], additionally, for expressive DLs
such as SHROIQ(D), no uniform interpolation are known.
We are interested in the utility of knowledge extraction tools

using uniform interpolation for agent communication where the
requirements on communication are strict e.g when the communi-
cated content cannot exceed the common signature between the
agents or when there is some sensitive information an agent’s ontol-
ogy that must not be communicated. This will require investigation
into how uniform interpolation can be integrated into agent com-
munication including the necessary communication protocols and
speech acts.

While knowledge extraction tools like uniform interpolation and
modularity have strengths and applications in agent communica-
tion, there are other knowledge sharing scenarios in which tools like
modularity and uniform interpolation may not suffice. For example,
an agent may be interested in describing a concept in its ontology
with respect to the common signature shared with another agent,
in such situations, neither modularity nor uniform interpolation
would suffice. There are other well established logic-based knowl-
edge extraction tools that help accomplish this, covered in the next
subsections.

3.3 Weakest Sufficient and Strongest Necessary
Conditions

Weakest sufficient conditions (WSCs) and strongest necessary con-
ditions (SNCs) [Doherty et al. 2001; Lin 2001; Wernhard 2014] are
fundamental tools used for knowledge approximation in logic. Given
an ontology, one may be interested in approximating knowledge
to a lesser signature of the knowledge base such as with the cases
of communicating agents and summarising ontologies described

above and can be achieved using WSCs/SNCs. For example, given a
logical formula 𝑋 expressed in some knowledge base or ontology,
one may be interested in expressing 𝑋 is a subset signature Σ that
may allow for more efficient reasoning. A sufficient condition of
𝑋 expressed in Σ is a lower1 approximation of 𝑋 and a necessary
condition of 𝑋 expressed in Σ is an upper approximation of 𝑋 .
Incorporating WSCs/SNCs into agent communication will en-

able agents to reason about concepts like causality, premises, and
consequences for specific concepts in their respective ontologies:
unlike the approaches mentioned earlier WSCs and SNCs can help
agents describe certain concepts in their ontologies w.r.t a specified
subset signature such as the common signature between commu-
nicating agents. For example, consider a MAS that manages and
troubleshoots components of a large and complex system such as a
car or space shuttle. Imagine an agent 𝐴𝑔1 that has expertise on er-
ror codes and their relation to components across the entire system
and another agent 𝐴𝑔2 whose expertise is on a sub-section of the
system. 𝐴𝑔2 may be troubleshooting an error code #𝐸𝐶185 and may
want to know how #𝐸𝐶185 might be related to specific components
represented using a signature Σ in its sub-section, thus needing to
communicate with 𝐴𝑔1. This knowledge may be implicit in agent
𝐴𝑔1’s ontology, however, 𝐴𝑔1 may leverage WSCs and SNCs to find
how #𝐸𝐶185 is related to the components specified by Σ.

3.4 Craig Interpolation and Beth Definability
A logic has the Beth definability property if concepts (predicates)
that are implicitly defined can also be explicitly defined within on-
tologies built using the language of the logic. Simply put, a concept
𝐶 is implicitly definable with respect to a signature Σ and ontology
𝑂 if there is some concept 𝐷 such that the signature of 𝐷 is a subset
of Σ, 𝑂 |= 𝐶 ≡ 𝐷 , and 𝐶 ≡ 𝐷 is not present as an axiom in 𝑂 , i.e, it
is not obvious from the axioms in 𝑂 that 𝐶 ≡ 𝐷 , hence 𝐶 ≡ 𝐷 is
implicit; the definition 𝐶 ≡ 𝐷 is said to be an explicit definition of
𝐶 w.r.t Σ under 𝑂 . Several DLs have been shown to have the Beth
Definability property includingALC andALCO. For these logics,
the relationship between Beth Definability and Craig Interpolation
is that if a concept is implicitly definable, an explicit definition can
be extracted using Craig Interpolation. Theoretical results of Craig
Interpolation for DL have been provided in [Ten Cate et al. 2006,
2013], however practical implementations do not exist.
Our preliminary investigation suggests that WSCs/SNCs can be

used as alternatives to Craig Interpolation to compute definitions. It
is important investigate and evaluate how agents may compute and
exchange definitions. Definition mechanisms will be useful to com-
municating agents in situations where there are strict requirements
on the common signature.

4 CONCLUSION
We have proposed the integration of well-known knowledge ex-
traction techniques into agent communication. This will improve
flexibility in communication and broaden the range of applications
for to MASs using ontologies such as [Klapiscak and Bordini 2008;
Mascardi et al. 2011].
1"Upper" or "Lower" w.r.t an ordering of implication, subsumption or logical entailment

, Vol. 1, No. 1, Article . Publication date: February 2021.



Knowledge Extraction for Multi-Agent System Communication • 3

REFERENCES
Mohsen Afsharchi, Arman Didandeh, Nima Mirbakhsh, and Behrouz H. Far. 2013.

Common understanding in a multi-agent system using ontology-guided learning.
Knowledge and Information Systems 36, 1 (01 7 2013), 83–120. https://doi.org/10.
1007/s10115-012-0524-7

Chiara Del Vescovo, Bijan Parsia, Ulrike Sattler, and Thomas Schneider. 2010. The
modular structure of an ontology: an empirical study.. In WoMO. 11–24.

Patrick Doherty, Witold Lukaszewicz, and Andrzej Szalas. 2001. Computing strongest
necessary and weakest sufficient conditions of first-order formulas. In Proc. IJCAI.
145–154.

Kevin Donnelly. 2006. SNOMED-CT: The advanced terminology and coding system for
eHealth. Studies in health technology and informatics 121 (2006), 279.

Tim Finin, Richard Fritzson, Don McKay, and Robin McEntire. 1994. KQML as an agent
communication language. In Proceedings of the third international conference on
Information and knowledge management. 456–463.

B Cuenca Grau, Ian Horrocks, Yevgeny Kazakov, and Ulrike Sattler. 2008. Modular
reuse of ontologies: Theory and practice. Journal of Artificial Intelligence Research
31 (2008), 273–318.

Ernesto Jiménez-Ruiz, Bernardo Cuenca Grau, Ulrike Sattler, Thomas Schneider, and
Rafael Berlanga. 2008. Safe and economic re-use of ontologies: A logic-based
methodology and tool support. In European Semantic Web Conference. Springer,
185–199.

Thomas Klapiscak and Rafael H Bordini. 2008. JASDL: A practical programming
approach combining agent and semantic web technologies. In InternationalWorkshop
on Declarative Agent Languages and Technologies. Springer, 91–110.

Patrick Koopmann and Renate Schmidt. 2015. Uniform interpolation and forgetting for
ALC ontologies with ABoxes. In Proceedings of the AAAI Conference on Artificial
Intelligence, Vol. 29.

Loredana Laera, Ian Blacoe, Valentina Tamma, Terry Payne, Jerôme Euzenat, and
Trevor Bench-Capon. 2007. Argumentation over ontology correspondences in MAS.
In Proceedings of the 6th international joint conference on Autonomous agents and

multiagent systems. 1–8.
Fangzhen Lin. 2001. On strongest necessary and weakest sufficient conditions. Artificial

Intelligence 128, 1-2 (2001), 143–159.
Carsten Lutz and Frank Wolter. 2011. Foundations for Uniform Interpolation and

Forgetting in Expressive Description Logics. In Proceedings of the 22nd International
Joint Conference on Artificial Intelligence (IJCAI-11).

Alexander Maedche and Steffen Staab. 2004. Ontology learning. In Handbook on
ontologies. Springer, 173–190.

Viviana Mascardi, Davide Ancona, Rafael H Bordini, and Alessandro Ricci. 2011. CooL-
AgentSpeak: Enhancing AgentSpeak-DL agents with plan exchange and ontology
services. In 2011 IEEE/WIC/ACM International Conferences on Web Intelligence and
Intelligent Agent Technology, Vol. 2. IEEE, 109–116.

Bijan Parsia, Ulrike Sattler, and Thomas Schneider. 2009. Mechanisms for importing
modules. In Proceedings of the 6th International Conference on OWL: Experiences and
Directions-Volume 529. CEUR-WS. org, 19–28.

Terry R Payne and Valentina Tamma. 2014. Negotiating over ontological correspon-
dences with asymmetric and incomplete knowledge. In Proceedings of the 2014
international conference on Autonomous agents and multi-agent systems. 517–524.

Ulrike Sattler, Thomas Schneider, and Michael Zakharyaschev. 2009. Which kind of
module should I extract? Description Logics 477 (2009), 78.

John R Searle, Ferenc Kiefer, Manfred Bierwisch, et al. 1980. Speech act theory and
pragmatics. Vol. 10. Springer.

Balder Ten Cate,Willem Conradie, MaartenMarx, Yde Venema, et al. 2006. Definitorially
Complete Description Logics. KR 6 (2006), 79–89.

Balder Ten Cate, Enrico Franconi, and Inanç Seylan. 2013. Beth definability in expressive
description logics. Journal of Artificial Intelligence Research 48 (2013), 347–414.

Jurriaan Van Diggelen, Robbert-Jan Beun, FPM Dignum, Rogier M Van Eijk, and John-
Jules Meyer. 2007. Ontology negotiation: goals, requirements and implementation.
International Journal of Agent-Oriented Software Engineering 1, 1 (2007), 63–90.

Christoph Wernhard. 2014. Second-order characterizations of definientia in formula
classes. In Proc. IJCAR Workshop. IJCAR.

, Vol. 1, No. 1, Article . Publication date: February 2021.

https://doi.org/10.1007/s10115-012-0524-7
https://doi.org/10.1007/s10115-012-0524-7

	1 Aim and Introduction
	2 A Proposal
	3 Existing Knowledge Extraciton Techniques
	3.1 Modularity
	3.2 Uniform Interpolation
	3.3 Weakest Sufficient and Strongest Necessary Conditions
	3.4 Craig Interpolation and Beth Definability

	4 Conclusion
	References

